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Operator of the .nl TLD
● Stichting Internet Domeinregistratie Nederland 

(SIDN)
●  Critical infrastructure services

– Lookup IP address of a domain name (almost every 
interaction)

– Registration of all .nl domain names
– Manage fault-tolerant and distributed 

infrastructure

.nl = the Netherlands

17M inhabitants

6.1M domain names

3.4M DNSSEC-signed

2.5B DNS queries/day



SIDN Labs
● Goal: increase the trustworthiness of our society’s internet infrastructure 

– Measure, prototype, evaluate mechanisms that increase the trustworthiness of 
the Internet  and for new internet infrastructures that complement the Internet 

– Reinforce the Dutch, European, and global research and operational communities 

● Daily work: help operational teams, write open source software, analyze 
vast amounts of data, run experiments, write academic papers and tech 
reports, work with universities



The internet
● Started as small scale experiment

– Nowadays a basic infrastructure
● Not designed with current usage in mind

– For example, in the area of security
● Reactive approach to issues
● New infrastructures can offer solutions to this

– Address issues fundamentally and pro-actively
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Security, Stability and Transparency in 
inter-network Communication

Put Dutch and European internet communities in leading position 
of secure, stable and transparent inter-network communication





2STiC
● New applications have new security, stability and transparency 

requirements
– More interaction with physical space (e.g., transport, smart grids, drones, 

remote surgery)

● Open programmable network equipment is becoming commercially 
available
– Eases adoption

● Experiment with and evaluate emerging internet architectures
– For example: SCION, RINA and NDN 



SCION



SCION
● Scalability, Control, and Isolation On Next-generation Networks
● New internet architecture
● Network Security Group, ETH Zurich
● Goal: improve security of inter-domain routing and isolation of 

compromise
● Scalability and security through Isolation Domains (ISDs)

– Group of autonomous systems
– E.g., per country or jurisdiction



SCION
● Security by design

– Routes authenticated both in control and data plane
● Path-aware networking

– Sender selects path
– Enables, for example, geofencing

● Multi-path communication
– Can be used, for example, for redundancy

● Existing application can still be used



Isolation domains
● Group of autonomous systems

– E.g., per country or jurisdiction
● ISD core: ASes managing the ISD
● Core AS: AS part of the ISD core
● PKI organised per ISD
● Hierarchical control plane

– Inter-ISD control plane
– Intra-ISD control plane

Source: The SCION Internet Architecture: An Internet Architecture for the 21st Century, 
Barrera et al., 2017



Routing: overview
● Control plane – finding end-to-end paths

– Path exploration & registration
● Data plane – sending packets

– Path lookup & combination
● Every AS runs a path server to provide path registration and 

lookup



Routing: overview
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● Control plane
– Construct and disseminate path 

segments
● Data plane

– Combine path segments to path
– Packets contain path
– Routers forward packets based 

on path (stateless)



Control plane: path exploration
● Inter-ISD

– Performed by core ASes
– Flooding similar as with BGP
– Less ASes involved (only core)

● Intra-ISD
– Downstream multi-path flooding



● Path Construction Beacons (PCBs) sent 
downstream using multi-path flooding
– Initialised by core ASes
– Extended and forwarded by receiving ASes
– Add incoming and outgoing interface and 

optional peerings
● Eventually all nodes know how ISD core 

can be reached
● Path registration

– Preferred down-segments (path from core 
to AS) with path server in the core

– Preferred up-segments registered with 
local path server in AS

Source: The SCION Internet Architecture: An Internet Architecture for 
the 21st Century, Barrera et al., 2017

Intra-ISD path exploration



Path Construction Beacons
● Path Construction Beacons are signed by every AS along the path

– Authenticated path
● Hop fields included that can be used to later select paths

– Contain forwarding information
– Contain MAC computed using hop field key
– Only processed locally



Data plane: path lookup
● Path construction performed by end hosts
● Request route to (ISD, AS) from local path server
● Local path server replies with

– Up-path segments to local ISD core
– Down-path segments in remote ISD from core to destination AS
– Core-path segments needed to connect up-path and down-path segments

● End hosts pick and combine segments to determine path
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Data plane: path combination
● Possible paths determined by

– Up-stream AS, by deciding which PCBs to forward to where
– Core AS, by offering path segments to path server in local AS
– Local AS, by registering down-path segments with ISD core
– Local AS, by offering path segments to clients
– Clients, by combining path segments offered by local path server



Routing summary
● Path information included in packet headers

– Corresponding hop fields included
– No forwarding information necessary at routers
– Packet-carried forwarding state (PCFS)

● Sender selects the path
– Possible to use multiple paths
– Fast failover

● Recipient address no longer used to route between autonomous 
systems
– Only used by the destination AS
– Local delivery is responsibility of destination AS



Security
● Path information authenticated in control plane and data plane
● Control plane

– Beacons authenticated using digital signatures
– No route hijacks

● Data plane
– User selects path
– Hop fields ensure only authorised paths possible



Security
● Address spoofing no longer possible on AS-level

– Protects against reflection attacks
– Reduces impact of DDoS attacks

● Hidden path
– Path information not published
– Can only be used by parties that know the relevant hop fields



Reliability and QoS
● Redundancy through use of multi-path communication
● Fast failover in case of link failure

– No waiting for convergence
● Possible to add latency information to beacons

– Path selection based on latency
● COLIBRI extension

– Minimum bandwidth reservation



Deployment
● Open source implementation available

– https://github.com/scionproto/scion
● International testbed SCIONLab

– https://www.scionlab.org/
● Production network managed by spin-off Anapaya
● In use at banks, government and hospitals



Deployment
● Can be combined with existing applications using SCION-IP 
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SCIONSIG

IP network
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SCION recap
● Security by design

– Routes authenticated both in control and data plane
– For example, no address spoofing

● Path-aware networking
– Control over path that network traffic takes

● Improved reliability and QoS
– Multi-path communication
– Bandwidth reservation

● Existing application can still be used
– SCION-IP gateway



RINA

Recursive InterNetwork Architecture



What are the main flaws

of today’s network architecture?
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1. Structure: layers mess

● Fixed number of layers, sometimes more needed between transport and application.  -> Need 
concepts like “overlay”, “VPN”, “virtual networks”...

● Although the need for scope is clear (link, network, Internet, VPN ...), layers are organised as units 
of modularity, with each layer providing a different function to each other.

Transport

Physical

Internet

Link

Application

TCP/IP RM  - Theory TCP/IP RM - Practice

network part of
each application

data transfer services

logical communication

adjacent communication

medium abstraction Physical

Application
LISP or ILNS

Tunnel across HTTP(s)

TLS/SSL

IPsec

Q-in-Q

DWDM

802.1q

MPLS

GRE or VPNs

© "RINA Introduction" 
Eduard Grasa. Arcfire 2017
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● Multiple protocols per layer, even if each layer performs a
function.

● Almost each new use case requires a new protocol.

● Flaws in the architecture (e.g. multi-homing, mobility)
require special protocols.

Results in protocol proliferation!!!

2. Protocols mess

© "RINA Introduction" 
Eduard Grasa. Arcfire 2017
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● Protocols are usually independently designed from each other (little commonality)
in different standards developing organizations.

2. Protocols mess

© "RINA Introduction" 
Eduard Grasa. Arcfire 2017
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3. Application API

Sockets API

OS 

Sockets
Layer

1. Bind/Listen to interface and port 
2. Accept incoming connections
3. Connect to a remote address/port
4. Send datagram
5. Write data (bytes) to socket
6. Read data (bytes) from socket
7. Destroy socket

App 
A

Host

App
B

App 
B

App
A

Host

Transport

Internet

© "RINA Introduction" 
Eduard Grasa. Arcfire 2017

● Application must know about Transport Protocol and choose it
● Addresses are exposed to applications (security problem)
● No way to request QoS parameters (e.g. loss, delay…)



A number of special protocols designed to partially deal with it: SHIM6, Multipath TCP, BGP (multi-

homing at the AS level), SCTP.

5. Multi-homing issue

25
© "RINA Introduction" 
Eduard Grasa. Arcfire 2017

2.1.1.1

App App

1.1.1.1

1.2.1.1
The network doesn’t know that 1.1.1.1 and 1.2.1.1 actually go to the 
same place. If one of the two interfaces crashes, packets can’t be re-

routed to the other one.

2.1.1.1

App App

1.1.1.1 Solution is trivial: assign addresses to the “node”, not interfaces. Route on 
node addresses.



6. Mobility issue

26

Client

Café WiFi

Municipal WiFi

Public Internet

Server

When I walk out of 
the café...

Client

Café WiFi

Municipal WiFi

Public Internet

Server

Timeout, reconnect necessary

With TCP/IP: my connection is broken.



Transport

Presentation

Physical

Session

Network

Data Link

Application

Physical

Network

Transport

Application
Layer 7: DNS, DHCP, HTTP, FTP, IMAP, LDAP, 
NTP, Radius, SSH, SMTP, SNMP, Telnet, TFTP

Layer 5: SMB, NFS, Socks

Layer 4: TCP, UDP

Layer 3: IPv4,  IPv6,

Layer 2: PPTP, Token Ring

DNS Poisoning, Phishing, 

SQL injection, Spam/Scam

TCP attacks, Routing
attack, SYN flooding,

Sni ffing

Ping/ICMP Flood

ARP spoofing, MAC 
flooding

Attacks on Different Layers

OSI Reference Model TCP/IP Model

7. Security issue

27

● Security function for every protocol
● Use of well-known ports
● Network address exposed to applications
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8. Quality of Service (QoS) issue

● QoS: guarantees w.r.t. loss rate, delay, for example
● Lack of a consistent QoS model across layers



● Congestion control: avoid overloading network
links/networks

● Only end-to-end congestion control loops

● Predatory (implicit) congestion control

● Homogeneous congestion control policies for
heterogeneous networks

29

9. Congestion Control issue



Introduction to RINA
Recursive InterNetwork Architecture2

31



As much invariants as possible in the architecture, so that we can minimize the number of

protocols and maximize their commonality.

What do we want for a better architecture?

32

Today:
• Architecture has too little 

patterns/commonality, and they are a bit 
broken

• Too many protocols, too little commonality

Target:
• Architecture provides as much invariants 

as much invariants as possible
• Few protocols, sharing lots of commonality

Architecture:
patterns, invariants, 

building blocks, methods

Protocols

Protocols
Architecture:

patterns, invariants, 
building blocks, methods

© "RINA Introduction" 
Eduard Grasa. Arcfire 2017



Going back to the basics...

“Computer Networking is InterProcess Communication (IPC)”

– Robert Metcalfe, inventor of Ethernet, 1972

33



What is Inter-Process Communication (IPC)?

35

IPC

host

Process A Process B

Some processes, executing at the same 

time in the operating system, may need to 

cooperate with each other: they will 

communicate data.

For example so that all the tasks can run 

smoothly without clashing with each other.

Process A Process B



Is there a difference when the processes are in several systems?

IPC over a networkIPC over a wired 
link

Local IPC

host

36

Example of communication between 2 application processes

host host

A B

Wired link

host host

A B

router
Wired link Wireless link

(((((((

IPC over a wired 
link

IPC over a 
wireless link

BA



Computer networking is Inter Process Communication (IPC)

What is the network?

37

Machine 2
“The network”

Machine 1

App 
A

App 
B

A distributed, imperfect machine 
that copies data between instances of applications, 

introducing loss and delay in the process

© "RINA Introduction" 
Eduard Grasa. Arcfire 2017



What is the network?

Provides IPC services, but what is it? Some hints:

● Executes in computers running operating systems (PCs, laptops, routers, sensors, smartphones,

tablets, switches, etc.)

● Has instances distributed through many machines, exchanging information and collaborating

● Just like... the web, Skype, mail, etc.

Thus the network is just a distributed application specialised to provide IPC.

We’ll call this application a DIF (Distributed IPC Facility).

38

HostRouterHost Router

App 
A

App 
B

“The network” = Distributed IPC Facility (DIF)

© "RINA Introduction" 
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● But a single DIF for all applications and all machines in the world/universe is not very

scalable…

○ We need to isolate scopes (link, network, Internet, VPN, etc.)

● Solution: have multiple DIFs, providing IPC services to each other!
○ After all a DIF is just a distributed application, right?

1. Structure: layering

39

DIF DIF

App 
A

App 
B

Host HostBorder router Border routerInterior router

Distributed IPC Facility (DIF)

DIF

DIF

DIF

© "RINA Introduction" 
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Single type of layer, providing an IPC service that repeats as many times as needed by the network

designer.

A layer is a resource allocator that provides and manages the IPC service over a given scope (link,

network, Internet, VPN, etc.). A layer allocates resources (memory in buffers, scheduling capacity,

bandwidth) to competing flows.

1. Structure: layering, a better pattern

40
© "RINA Introduction" 
Eduard Grasa. Arcfire 2017

DIF DIF

App 
A

App 
B

Host HostBorder router Border routerInterior router

Distributed IPC Facility (DIF)

DIF

DIF

DIF
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The DIF being a distributed application...

DIF

App 
Process

Host HostBorder router Border routerInterior router

Distributed IPC Facility (DIF)

DIF

DIFDIF DIF

App 
Process
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The processes of the DIF are IPC Processes

DIF

App 
Process

Host HostBorder router Border routerInterior router

Distributed IPC Facility (DIF)

DIF

DIFDIF DIF

App 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

IPC 
Process

Physical link



Each DIF performs a number of distributed functions coordinated via network protocols, which can 

be categorised:

Organization of functions inside a DIF

43

App 
A

IPC
Process

IPC API

Data Transfer Data Transfer Control

Functions 
associated to 
every single 
packet (PDU)

Feedback functions Functions to manage the 
functioning of a layer, not directly 
associated to the data of the layer 
users

Layer Management

loosely associated

Increasing timescale (functions performed less often) and complexity © "RINA Introduction" 
Eduard Grasa. Arcfire 2017



Each DIF performs a number of distributed functions coordinated via network protocols, which can 

be categorised:

Organization of functions inside a DIF

44

IPC API

SDU Delimiting

Data Transfer

Relaying and 
Multiplexing

SDU Protection

Data Transfer

Flow Control

Retransmission
Control

RIB
Daemon

Flow Allocation

Resource Allocation

Routing

Security 
Management

RIB

Namespace 
Management

Enrollment

CDAP 
Parser/Generator

Authentication

CACEP

Layer ManagementData Transfer Control

State V
ecto

r

App 
A

IPC
Process

© "RINA Introduction" 
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2. What protocols inside a DIF?

To limit the variability in protocols to the minimum, we apply separation of mechanism

and policy:

● Mechanism = part in a protocol that is fixed

(e.g. an acknowledgement ACK)

● Policy = part of the protocol that can change

(e.g. when to send an ACK)

45
© "RINA Introduction" 
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2. What protocols inside a DIF?

Each DIF has different requirements, so we cannot have the same protocols in all of

them, but can we abstract invariances so that we end up with:

46

one protocol (framework) for data transfer 
(EFCP - Error and Flow Control Protocol)

one protocol (framework) for layer management
(CDAP - Common Distributed Application Protocol)

© "RINA Introduction" 
Eduard Grasa. Arcfire 2017
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3. API

DIF

App 
Process

Host HostBorder router Border routerInterior router

Distributed IPC Facility (DIF)

DIF

DIFDIF DIF

App 
Process

Consistent API through layers



4. Naming and Addressing

48

● Application names are location-independent to allow an application to move around
● Node addresses are location-dependent but route-independent
● PoA addresses are by nature route-dependent
● Mobility and multihoming are inherent. No need for special protocols.

Directory = mapping of 

application names to node 
addresses

Route = sequence of node 

addresses to get the next hop

Path (to the next hop)

Application
Name

Node 
Address

Point of 
Attachment 

Address

(N+1)

(N)

(N-1)

Host HostRouter Router

© "RINA Introduction" 
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5. Implications for multi-homing

50
© "RINA Introduction" 
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6. Mobility

51

Client

Café WiFi

Municipal WiFi

Public Internet

Server

When I walk out of 
the café...

Client

Café WiFi

Municipal WiFi

Public Internet DIF

Server

The application does not notice

With RINA: seamless handover.



6. Mobility

52

Also cross technology mobility

Café WiFi

Public Internet DIF

Client

Serveur

The application does not notice

LTE access 

LTE



7. Security: DIFs are securable containers

53

● DIFs are securable containers, limited scope
● Lower complexity

Allocating a flow to
destination application

Access control

DIF Operation
Logging/Auditing

N DIF
IPC 

Process
IPC 

Process

Allocating a flow to
destination application

Access control

DIF Operation
Logging/Auditing

N-1 DIF
IPC 

Process

IPC 
Process

Sending/receiving SDUs
through N-1 DIF

Confidentiality, integrity

Joining a DIF
authentication, 
access control

App
Process

Sending/receiving SDUs
through N-1 DIF

Confidentiality, integrity

IPC 
Process

© "RINA Introduction" 
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8. Quality of Service

QoS classes with different restrictions on 
several parameters such as: 

● bandwidth

● delay

● loss rate

● ordered or not ordered delivery

● jitter

54



9. Congestion control

● Congestion control loops using ECN close to where congestion occurs

● Per-DIF customized congestion control policies for heterogeneous networks.

55



Deployment

● No need for clean slate deployment or big bang

● RINA can be deployed incrementally where it has the right incentives, and

interoperate with current technologies (IP, Ethernet, MPLS, etc.)

○ Over IP (just like any overlay - VXLAN, NVGRE, GTP-U, etc.)

○ Below IP (just like any underlay MPLS or MAC-in-MAC)

○ Next to IP (gateways/protocol translation - like IPv6)

● There are 2 main prototype implementations of RINA: IRATI and rlite.

57



Summary (RINA is not a protocol!)

① Network architecture resulting from a fundamental theory of computer networking.

② Networking is InterProcess Communication (IPC) and only IPC. Unified networking and distributed

computing: the network is a distributed application that provides IPC.

③ There is a single type of layer with programmable functions, that repeats as many times as needed by the

network designers (DIF!).

④ All layers provide the same service: instances or communication (flows) to two or more application

instances, with certain characteristics (delay, loss, in-order-delivery, etc).

⑤ There are only 3 types of systems: hosts, interior and border routers. No middleboxes (firewalls, NATs, etc)

are needed.

⑥ Deploy it over, under and next to current networking technologies.

59
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e-Hayt Research Foundation 

The RINA slides were adapted from a presentation from
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Reading materials

SCION

•https://www.scion-architecture.net/pdf/2017-SCION-CACM.pdf

•https://www.scion-architecture.net/pages/publications/

RINA

•http://rina.tssg.org/docs/ITP_vol5_p3_42-50.pdf

•https://www.etsi.org/deliver/etsi_gr/NGP/001_099/009/01.01.01_60/
gr_NGP009v010101p.pdf

https://www.scion-architecture.net/pdf/2017-SCION-CACM.pdf
https://www.scion-architecture.net/pages/publications/
http://rina.tssg.org/docs/ITP_vol5_p3_42-50.pdf
https://www.etsi.org/deliver/etsi_gr/NGP/001_099/009/01.01.01_60/gr_NGP009v010101p.pdf


Thanks for your attention!

caspar.schutijser@sidn.nl

joeri.deruiter@sidn.nl
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