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ENTRAIDA: a High-Performance Network Traffic Data Streaming Warehouse

Maarten Wullink, Giovane C. M. Moura, Moritz Müller, and Cristian Hesselman
SIDN Labs
Stichting Internet Domeinregistratie Nederland (SIDN)
Arnhem, The Netherlands
Email: {firstname.lastname}@sidn.nl

Abstract—We present ENTRAIDA, a high-performance data streaming warehouse that enables researchers and operators to analyze vast amounts of network traffic and measurement data within interactive response times (seconds to few minutes), even in a small computer cluster. ENTRAIDA delivers such performance by employing an optimized file format and a high-performance query engine, both open-source. ENTRAIDA has been operational for more than 1.5 years, having ingested more than 100 TB of pcap files from two .nl DNS authoritative servers. As we discuss, we use this data in projects that aim at further increasing the security and stability of the .nl zone. We present in this paper our design choices, experiences, and a performance evaluation of ENTRAIDA. Finally, we open-source ENTRAIDA, which can be used “out-of-the-box” by researchers, operators, and registries to deploy their own networking analysis clusters for DNS traffic, and can be easily extended to handle any other structured data.

I. INTRODUCTION

To cope with the increasing growth in the volume of Internet traffic, researchers have resorted to computer cluster-based solutions as a way to achieve better performance, scalability, and dependability when processing increasingly large datasets [1], [2], [3], [4], [5]. Such cluster are often based on Apache Hadoop [6] or other non-relational databases (NoSQL) [7].

Differently from traditional “only once” analysis on snapshot datasets, in this paper we focus on high-performance cluster solutions that (i) are designed to ingest and process continuous streams of network data and (ii) combine long term data storage, delivering interactive response times (seconds or few minutes) on both historical (≥ years) and recent data. Such solutions are referred in the literature as data streaming warehouses (DSW) [1], [8], [2].

Building such DSWs is far from being an trivial task, and poor design and data management/engineering choices may lead to significantly poorer performance with the same hardware set. In this paper, we cover our experience in building ENTRAIDA (ENhanced Top-level domain Resilience through Advanced Data Analysis), a Hadoop-based DSW for network traffic analysis. ENTRAIDA was built to enable fast data analysis on the network traffic to the .nl (The Netherlands) country -code top-level domain (ccTLD) authoritative DNS servers, with the main goal of supporting applications that improve both security and stability of the .nl zone. ENTRAIDA is built entire with open-source tools, and we make it openly available at [9]. Moreover, ENTRAIDA can be extended to any file format/protocol (e.g., log files, passive and active measurement data), or any other structure data.

ENTRAIDA is a enabler of high-performance analysis of networking traffic data: it can be used to quickly determine statistics over large data sets, and enable quick perform hypothesis tests. As we show, it is capable to analyze the equivalent of 52TB of pcap data in less than 3.5 minutes, even on a small 6-nodes cluster. This level of performance would be hard to achieve using traditional networking analysis tools. ENTRAIDA has been uninterruptedly operational for 1.5 years (December 2015), with more than 88 billion records (DNS query/response pairs).

In a nutshell, to achieve high-performance in networking data analysis in DSWs (where the same data is queried and analyzed multiple times), we demonstrate the benefits of (i) converting standard pcap files to query-optimized format – Apache Parquet [10] – and using (ii) Impala [11] as query engine, instead of standard MapReduce jobs or other engines. For more complex queries or analysis not supported by Impala, other engines, such as Apache Spark [12], can be easily used on the same data in Parquet format.

The remainder of this paper is divided as follows: in Section II we present background information on the measurement data we store in ENTRAIDA. Then, in Section III, we lay out our requirements and present in Section IV an assessment of the design choices with regards to these requirements. Data engineering and management plays a key role in performance, which we cover in Section V. We evaluate the performance of ENTRAIDA using datasets from one of the .nl authoritative servers in Section VI. Finally, related work and conclusions are covered in Sections VII and VIII, respectively.

II. BACKGROUND

In order to clarify why we need such DSW, we first have to explain our business. Stichting Internet Domeinregistratie Nederland (SIDN) [13] is the registry for .nl, which is the country code top-level domain (ccTLD) of the Netherlands. As part of this registry role, SIDN manages the authoritative DNS servers for .nl as well as the database of all 5.5 million currently registered .nl domain names. At SIDN Labs, the research arm of SIDN, we built ENTRAIDA as an enabling
We defined the following requirements for ENTRADA:

**Performance**: the system should be able to support interactive data exploration with short response times (seconds or few minutes), even over large time windows (≥ years).

**Scalability**: we started by storing all DNS queries from one .nl server (≈ 85GB/day in pcap format, per authoritative server). ENTRADA must scale, i.e., support both storage while not compromising the performance, as data from more .nl servers is stored.

**Usability**: users should be able to access and query data without the need to use complex APIs or writing low-level code, enabling fast data exploration and prototyping. We determine that SQL-like query support is a must, enabling data analysts and engineers to easily explore the data [16].

**Extensibility**: the data format should be compatible with various data analytics engines. Therefore, we should avoid any form of vendor and/or software lock-in.

**Security**: data flows from and to the ENTRADA should always be encrypted, by default, with strict access-control mechanisms in place.

**Dependability**: Failure of any cluster component must not result in the loss of data or the cluster becoming unavailable. Performance degradation caused by component outage is acceptable.

**Privacy**: We store passive DNS data from two .nl authoritative name servers. Under Dutch law, parts of this data may qualify as personal identifiable information, even though most of them come from recursive servers at ISPs and not end users [14]. We do not cover this in this paper, but we have developed, together with our legal department, a publicly available data privacy framework [17] that conforms to both EU and Dutch laws. This framework has been implemented, including a privacy board that oversees SIDN Labs research.

III. ENTRADA REQUIREMENTS

We defined the following requirements for ENTRADA:
Table I shows our ranks for each of these engines with regards to our requirements. We omit security and privacy from the table, since privacy was handled separately, and all of them provided the security features we needed.

We ruled out HBase, MongoDB and Elasticsearch from the very beginning since they do not provide SQL-compatible interface, our usability requirement. HBase since then has included a SQL interface.

Nevertheless, we tested all the engines/frameworks on a dataset of 1 billion records (1 billion DNS packets), and only Hadoop/MapReduce and PostgreSQL did not perform as we expected for our sample queries. MapReduce uses a slow batch oriented model, which incurs additional latency. For example, a simple count of DNS packets from a certain country would take roughly 1 minute to set up the batch process, plus the complexity required of writing MapReduce code, which impairs interactive analysis. PostgreSQL performance, on the other hand, decreased significantly after adding hundreds of millions of rows. We did not try to optimize it at this point, and instead we eliminated these two engines from our test, moving to our last option: Impala in combination with Parquet (HDFS) (we started with Impala around its first releases, even before an performance comparison was made available in [11]).

Impala is massively-parallel SQL query engine that utilizes the underlying Hadoop infrastructure, including HDFS. Impala implements its own services and daemons on each data node in the cluster to improve performance, and therefore does not run any MapReduce jobs on the cluster. It supports Apache Parquet file format, and both in combination enable interactive queries over very large datasets.

By performing a series of data management optimizations, Impala outperforms significantly other query engines [11], such as SparkSQL\(^5\) (SQL module for Spark) and Presto. We therefore chose the combination of Impala and Apache Parquet for ENTRADA since it matched our requirements (Section III): it performs well [11], provides a SQL-engine that allow fast exploratory analysis with little overhead in comparison to MapReduce, and the data format it uses (Parquet) can also be used by other engines, such as Spark.

We developed the workflow showed in Figure 1: we convert the incoming pcap files to Parquet format (V in Fig. 1), store them on the HDFS (VI) and query using Impala (or any Parquet-compatible engines, such as Spark, VII in the same figure). We cover the data conversion and management in Section V.

B. Cluster Architecture

We use Cloudera Hadoop Distribution for ENTRADA, since it supports Impala and has user-friendly management interfaces. As any other Hadoop Linux distribution, it provides the basic Hadoop functionalities, which includes HDFS [19], the default distributed file system that manages the data and distributes it across the data nodes. We employ triple data redundancy – data replicated on three different data nodes – to improve data dependability and performance.

We dimensioned ENTRADA to be able to store 2 years of data from one .nl authoritative server, and more nodes can be added on demand. ENTRADA consists initially of 6 nodes: one Hadoop name node, whose function is not to store data but to keep “the directory tree of all files in the file system, and tracks where across the cluster the file data is kept\(^6\”)”. It is a central part of the HDFS that is used to located data stored in the cluster. The name node has a Intel Xeon 1.9 GHz 6-core processor, with 96GB of RAM and two 1Gbps line, plus 3 TB of storage in SAS. The data node is also used as the management and staging node (Fig. 1).

We have 4 data nodes, i.e., nodes in which the data is actually stored across the HDFS. They have the same specification as the name node, except for having 6TB of disk. Finally, we have a metadata node, which is responsible to store the configuration parameters of the cluster (PostgreSQL database), as well as Impala’s metadata storage. This server has a 6-core 2GHz Xeon processor, with 32GB of RAM, 1Gbps line, and 4TB storage. Finally, we have just acquired two new data nodes, but they we were not active at the writing of this paper.

V. Data Management

In this section we show how ENTRADA ingests the pcap files from the DNS authoritative servers and convert this data to a a high-performance format.

A. Data Format

Networking traffic in pcap format is not optimized for interactive aggregation queries For example, counting unique IPs addresses in a 100TB pcap file would require to read and parse all 100TB data – a very CPU/IO intensive task.

To deal with this problem over other types of datasets, Google developed Dremel [16], a query system for analysis of read-only nested data that delivers aggregation queries (e.g., averages) of over trillion-row tables in seconds. Dremel combines multi-level execution trees and columnar data storage [20]. Columnar storage [20] is an efficient format for data storage, which differs from traditional row-based storage (such as pcap) in the way the data elements are ordered. In row-based storage, the individual columns for a row are written sequentially to file. With columnar storage, in turn, all values for a column are written sequentially to file. This has several advantages: it reduces data latency for queries that only need

\(^5\)https://spark.apache.org/sql/  
\(^6\)https://wiki.apache.org/hadoop/NameNode
specific columns – it only reads data related to the requested columns. In the aforementioned example, instead of reading every single packet/field, it would only read the data related to source IP addresses.

Interactive response times are a must for any DSW. Therefore, we convert all incoming pcap files to more query-efficient formats. In our case, we convert it to Apache Parquet [11] format, which is based on Dremel. Besides enabling fast aggregation query response times, Parquet employs encoding algorithms such as run length, dictionary and delta encoding on entire columns, since they have same-type values, reducing storage requirements. By default, Impala uses Snappy\(^7\), a compression algorithm that is a good compromise between compression and decompression speed. From the \(~85\) GB of daily pcap data per authoritative server, Parquet and Snappy compress it to \(~6GB\) (after also filtering some fields, as we discuss in the next session).

B. Data Pre-processing and Partitioning

As we show in Fig. 1 (step IV), we first obtain pcap files that contain traffic to and from the .nl authoritative servers. This data, in turn, must be converted the Parquet format, so Impala and other data query engines can easily and efficiently read it.

To achieve this, we have developed a Parquet converter that is based on RIPE’s NCC Hadoop pcap reader [21]. This converter reads incoming pcap files and decodes the IP, TCP, UDP, DNS and ICMP packets. For DNS packets, we perform three steps: (i) matching, (ii) filtering, and (iii) enrichment, which we describe next.

First of all, we (i) match every DNS request to its respective response\(^8\), and store both of them as a single record, avoiding this to be done in the analyst phase. After that, we store the IP, UDP or TCP, and DNS header information, along with the DNS tuple. We (ii) filter the data, by removing the answer part of the response packet, i.e., storing the header but removing the answer sections of the DNS format. We remove this since we already store this information in another database that contains authoritative data for the .nl zone file (a list of all fields can be found at [22]).

Then, for data enrichment (iii), we add the country code of the resolver IP address to the data (using Maxmind’s GeoIP database), as well as its respective autonomous system number (ASN).

We partition the data by year, month, day and authoritative server. This allows query engines to perform partition pruning, i.e., avoiding look ups in partitions that do not match the requested queries, improving performance on query response times. Finally, we write it to the Parquet format (see next subsection) using the KiteSDK library\(^9\), in a tree structure according to the data partitions we previously defined.

C. Data Storage on HDFS

The generated Parquet files are uploaded from the staging server to a “daily buffer” directory on the HDFS (V in Fig. 1). To reduce the number of Parquet files on the HDFS, we store all files from the “current” day in this directory, and later merge into larger files and persist into the data warehouse directory. We do this to improve lookup times, since it is preferable to have fewer larger files than many small ones.

The staging server receives pcap files from the .nl TLD servers every five minutes. Currently, it takes less than a minute to convert a pcap file to Parquet format and upload it to the daily buffer. After that, the data is automatically made available to Impala (or any other tool Parquet-compatible).

D. Data Analytics

A number of interfaces can be used to analyze the stored data. For interactive ad-hoc querying the user-friendly Hue\(^10\) web-based interface is good for initial data analysis, since it allow SQL queries to be directly executed from the browser. Integration with other tooling or applications can easily be achieved with the use of Impala-shell (command line query interface) or with the Impyla Python library\(^11\), as well as other engines, such as Spark [12].

E. Data Conversion Monitoring

To guarantee the data conversion process occurs without issues, we collect various metrics during the conversion (e.g.: time series of number of imported packets, DNS opcodes, etc.), and export them. Then, we persist this data in Graphite\(^12\), a highly scalable real-time graphing system. We then use Grafana\(^13\) to create real-time dashboards with the metric data stored in Graphite. These dashboards show the current state and historical state of the conversion module. They are also used to give an overview of the data that ENTRADA has processed.

VI. PERFORMANCE EVALUATION

A. Setup and Datasets

In the last 1.5 years, ENTRADA has accumulated 88 billion records – each record corresponding to a DNS request/response. This is equivalent to \(~100\) TB in pcap format. After the data pre-processing described in Section V-B, the volume is reduced to \(~3.8\) TB. We store the data on HDFS with a replication factor of 3, the total storage requirements are therefore 11.4 TB (December 2015).

For the performance evaluation, we use parts of this dataset. We divided it into three time windows (day, month, and year), from one name server only, in order to assess the scalability of ENTRADA. In Parquet format, a day of DNS traffic averages 6 GB of data, a month to 240 GB, and a year 2.2 TB.

---

\(^7\)https://github.com/google/snappy
\(^8\)There is an exception: rate-limited requests are not responded, leaving the response fields empty – which we also store.
\(^9\)http://kitesdk.org/docs/current/

\(^10\)http://gethue.com/category/impala/
\(^11\)https://github.com/cloudera/impyla
\(^12\)http://graphite.wikidot.com/
\(^13\)http://grafana.org/
We ran our queries from our Hadoop name node (Section IV-B), using the impala-shell client. The four data nodes are located in two different locations (< 100km apart, two per data center), connected via 2Gbps lines. The management node is located on a third datacenter, also with the same line speed.

The name node connects to the data nodes and orchestrates the query execution, retrieving and aggregating the results. We also disabled caching at Impala (cold cache) for this evaluation.

B. Parallelizing Queries

Before measuring ENTRADA’s performance, we first assess the impact of the both dataset size and number of parallel threads in the execution of an aggregation query. Since each Impala aggregation query is mapped to a single-threaded process on the data nodes, by sending only one query, we underutilize the 6 available cores on each data done. Therefore, to avoid this, we ran 10 parallel threads.

To accomplish this, we first have to split a query according to the partitions we have chosen. For example, a query that encompasses a time window of one year can be broken down in 365 queries that cover 1 day only, and later aggregated.

Figure 2 shows the response time for this cases for our test query:

\[
\text{select concat_ws('-','day,month,year), count(1) from dns.queries where ipv=4 and year = 'X' and month = 'Y' and day='Z' group by concat_ws('-','day,month,year)}.
\]

This query counts the number of IPv4 request/responses per day. We can observe that the response time grows linearly with the time window, and 10 threads in parallel ran 3.47 and 3.63 times faster than only one, respectively. Overall, for the one year 10-thread query, we were able to count the number of IPv4 queries for 2.2 TB of data (equivalent to 52TB in pcap) in less than 7 minutes, and less than a minute for a month period. This would have been unfeasible had the files been in pcap format using the same hardware.

C. Evaluation Queries and Results

We measure ENTRADA’s response time to queries of two types: aggregation and scan. Aggregation type queries perform an operation of a number of rows, and return a single number. For example, the average packet size. A scan type returns a large number of records, e.g.: selecting all unique IP addresses from a single day.

To achieve better performance, we employ 10 parallel threads, as discussed in the previous section. We used the following queries:

- **Aggregation query:**
  
  \[
  \begin{align*}
  &\text{SELECT avg(reqSize), avg(respSize), sum(reqSize), sum(respSize) from dns.queries WHERE ipv = 6 and year = 'X' and month = 'Y' and day='Z',} \\
  &\text{group by year, month, day;}
  \end{align*}
  \]

- **Scan query:**
  
  \[
  \begin{align*}
  &\text{SELECT ipv from dns.queries WHERE ipv = 6 AND year = 'X' and month = 'Y' and day='Z';}
  \end{align*}
  \]

The aggregation query calculates both the average and the sum of DNS requests and responses using IPv6. In the scan query, on the other hand, we retrieve all IP version column values from only IPv6 packets. Notice that we explicitly specify year, day, and month, to allow Impala to perform partition pruning (Section V-B), avoiding unnecessary IO operations.

We ran the aggregation query above specified for one year period – or 2.2 TB of parquet data (52 TB of pcap). It took less than 3.5 minutes to retrieve the results, and 16.1 seconds for a month of data (240GB in Parquet), as can be seen in Figure 3. Combined with the Parquet format and partition pruning, Impala is able to query only the necessary files and delivers interactive-speed results, even in such a small cluster. The response time of such queries can be further reduced by simply adding more nodes to the cluster.

Even though ENTRADA delivers better performance with aggregation queries – DSWs and related solutions are more frequently queried using aggregation type queries [16] – some scenarios demand scan queries, in which large volumes of data are pulled from ENTRADA. Figure 3 shows also the results for the scan query. As can be seen, it did not enable interactive analysis. Regardless, even for the scan data case, we can see that ENTRADA performs very well when retrieving all this data – and can be easily improved by adding more nodes.

D. ENTRADA Applications

We use ENTRADA to enable a series of applications. Due to space constrains, we briefly cover three of them.

The Resolver Reputation (ResRep)\textsuperscript{14} is used to single out IP addresses of DNS resolvers that query .nl authoritative servers with a suspicious behavior (e.g.: high percentage of invalid MX queries), which may be indicator of botnet activity. IP

\textsuperscript{14}https://www.sidnlabs.nl/downloads/presentations/A_Resolver_Reputation_System.pdf
addresses geo-located to the Netherlands are then submitted as a feed to AbuseHUB\(^\text{15}\), a Dutch joint initiative formed by major ISPs to share incident data in order to mitigate botnets, so their respective ISPs can take action based on our data.

We also use ENTRADA to detect maliciously registered domains, in a project called new Domains Early-Warning System (nDEWS). By analyzing their initial query pattern\(^\text{16}\), we single out suspicious domains that may be involved in phishing, spam, fraud, and malware distribution, among others. We then notify their respective registrars (currently in a pilot phase), so they can act on it.

Finally, as part of our open data initiative, we use ENTRADA to make DNS datasets openly available on our statistics website\(^\text{23}\), in addition to a series of analysis on .nl zone and traffic.

**VII. Related Work**

To the best of our knowledge, this is the first work that uses off-the-shelf open-source software to implement a data streaming warehouse. Other solutions, such as DateDepot\(^\text{1}\), provide similar features, however only using customized close source software. DBStream\(^\text{2}\), which is also an open-source DSW, uses PostgreSQL as a query engine. ENTRADA, on the other hand, uses off-the-shelf Impala query engine and Parquet file format based on Google’s Dremel\(^\text{16}\) to achieve high performance. It is not clear, however, if DBStream is capable to deliver the same performance as ENTRADA: with 10 nodes in a cluster analyzing several aggregating queries (J1) over a 640GB raw dataset, it took the DBStream more than 50 minutes. It took ENTRADA less than 3.5 minutes to analyze almost 4 times more compressed data (2.2 TB) datasets in a 6-node cluster. However, a precise benchmark is still necessary to assess the performance.

Other works, such as\(^\text{[3, 4, 5]}\), focus of “off-line” analysis in Hadoop clusters, i.e., data analysis on snapshot data that does not need long term storage. ENTRADA, however, is designed to be append-only – i.e., new data is continuous appended but not updated, and delivers near real-time responses.

**VIII. Conclusions**

We presented ENTRADA, a data streaming warehouse designed to deliver interactive response times on large datasets, via SQL-like queries. This is achieved by employing both an optimized file format and a query engine, which allows researchers and operators to easily and quickly investigate their hypothesis. It can be extended to store not only networking-related data, but any sort of structured data.

ENTRADA has been operational for more than 1.5 years (Dec. 2015), storing DNS traffic from two of the .nl authoritative servers. We use ENTRADA as a enabler in projects that aim at improving both security and stability of the .nl zone.

The lessons here presented can be used as guidelines for other research teams and DNS operators to deploy their own data analysis clusters – which can also be done by using cloud providers. To help in this process, we open-source the modules we have developed for ENTRADA and make it available at\(^\text{9}\).
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